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Криптовалюта – цифрова валюта, яка використовується у фінансових системах і використовує технологію блокчейн і криптографічні функції для досягнення прозорості та децентралізації. Оскільки ціни на криптовалюту сильно коливаються, необхідні інструменти для їх моніторингу та прогнозування [1]. Довга короткочасна пам’ять (LSTM) – це модель глибокого навчання, яка здатна точно прогнозувати часові ряди даних. У цьому дослідженні використовується двонаправлена LSTM [2], [5]. (Bi-LSTM) для підвищення точності і нормалізації оцінки середньоквадратичної помилки (RMSE) з використанням чотирьох криптомонет: Bitcoin, Ethereum, Ripple і Binance (BNB).

На ринок криптовалюти впливають фактори невизначеності, такі як політичні та економічні проблеми на глобальному рівні. Тому точна інтерпретація прогнозів є складним завданням. Іншою проблемою, яка є предметом цього дослідження, є щоденні коливання курсу криптовалют, які необхідно вирішити за допомогою прикладного інструменту, який може відстежувати та запобігати невизначеності в транзакціях [3]. На ринку криптовалют є багато популярних монет, таких як Bitcoin (BTC), Ethereum (ETH), Binance Coin (BNB) і Ripple (XRP).

Попереднє дослідження включало в себе використання алгоритму нейронної мережі з довгою короткочасною пам’яттю (LSTM). При цьому, значення RMSE мало значний розбіг (дисперсію) від 2 000 до 50 000 доларів. Тому ціллю експерименту було використання моделі Bi-LSTM для підвищення точності прогнозування.

Прогнозування курсу криптовалют має незначні відмінності від методу прогнозування акцій. Кращі результати можна отримати, поєднуючи різні методи, такі як аналіз даних часових рядів, технічний аналіз фондового ринку та історичні дані з ціни, з декількома алгоритмами [4]–[6]. В цьому дослідженні було використано дані з Binance за останні 3 роки та використано модель Bi-LSTM, структура мережі якої зображена на рис.1:



Рис. 1 – Структура мережі Bi-LSTM [7]

В табл. 1 розміщено результати оцінки моделі на основі значень MAPE і RMSE:

Таблиця 1. Метрики якості моделі

|  |  |  |  |
| --- | --- | --- | --- |
| Монета | RMSE | Normalize RMSE | MAPE (%) |
| Bitcoin  | 2343.2200  | 0.062  | 4.0  |
| Ethereum  | 203.8900  | 0.063  | 5.31  |
| Binance  | 404.1800  | 0.073  | 5.64  |
| Ripple  | 0.0933  | 0.066  | 5.82  |

Слід зазначити, що результати є кращими, ніж в попередньому експерименті з використанням простої моделі LSTM (RMSE менше на 20 % пунктів). Після нормалізації результати стають ближчими до 0, а оцінка MAPE становить менше 10% за RMSE [4], [6]. На рис. 2 зображено порівняльну тенденцію реальних даних та прогнозу за допомогою моделі експерименту.



Рис. 2 - Порівняння фактичних даних і прогнозу курсу Bitcoin

В ході дослідження було розглянуто гібридну модель GRU Bi-LSTM для покращення прогнозування курсу криптовалют. Запропонована модель дала значно кращі результати, у порівнянні зі звичайним LSTM. У дослідженні було застосовано кілька підходів для прогнозування курсу криптовалют з використанням історичних даних, отриманих за допомогою Binance API за 3 роки. Чотири монети (Bitcoin, Ripple, Binance та Ethereum) були використані для перевірки точності запропонованої моделі щодо забезпечення оптимальних результатів. Завданням для наступних досліджень є покращення точності прогнозування за рахунок додання в модель нових даних, таких як політичні настрої, природні умови і т.д. з зовнішніх джерел інформації.
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